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We extend the radiosity algorithm to dynamic environments, providing global-illumination simulations to scenes that are modified interactively. The illumination effects introduced by a change in position, shape, or attributes of any objects in the scene are computed very rapidly by redistributing the energy already exchanged between objects. Corrections are made by shooting positive and negative energy, accounting for both increased illumination and the creation of shadows. We use object coherence to minimize computation and progressive-refinement techniques to accelerate convergence. The new algorithm yields excellent approximations to the exact solutions at interactive speeds.

The depth cues and visual realism provided by global-illumination algorithms greatly improve the ability of the user to understand the content of an environment. Although current versions of the ray-tracing and radiosity algorithms provide the necessary shadows and reflections, their computation time is too long to be applicable to changing environments. Techniques are needed to provide global-illumination effects, such as shadows with penumbras, to environments that are being manipulated interactively.

Such techniques must be fast enough to allow the user to interact with the environment, immediately providing a new global-illumination solution whenever changes to the scene are made. The user must be able to add, remove, change, or move objects without restrictions on their geometry, their surface characteristics, or the path of their motion. The user must also be able to move the observer position freely throughout the environment.

We present an algorithm, based on progressive-refinement radiosity, which approaches interactive speeds and meets all these criteria. In response to a change in the environment, the algorithm updates the existing radiosity solution. For moderately complex environments, the algorithm provides a good approximation to the new radiosity solution in near real time.
on today's workstations. Given more time, the algorithm continues to refine the solution and eventually provides a new converged solution.

The algorithm capitalizes on temporal coherence in object space, recognizing that the changes in the environment from one time step to the next are likely to be small. To achieve interactive speeds, the global-illumination solution is not completely recomputed each time the environment changes. Rather, the existing solution is modified. Thus, computation is initially limited to the parts of the environment that have changed. Furthermore, the algorithm processes changes in the environment in order of decreasing importance, handling the greatest energy changes first.

Until recently, the calculation cost for realistic imaging was considered too high to be applied to non-static scenes. Previous efforts to display dynamic environments using global illumination have been limited to scenes in which the paths of all dynamic objects are known in advance.¹²

**Radiosity**

The original radiosity method solved the diffuse global-illumination problem for environments made up of polygonal patches.³ The amount of light leaving each patch can be expressed as a combination of its emitted light and its reflected light. The radiosity leaving patch $i$ is given by

$$B_i = E_i + \rho_i \sum_{j=1}^{n} F_{ij} B_j$$  \hspace{1cm} (1)

where

- $B_i =$ radiosity of patch $i$
- $(\text{energy/\unit{area}/\unit{time}})$
- $E_i =$ radiosity emitted from patch $i$
- $(\text{energy/\unit{area}/\unit{time}})$
- $F_{ij} =$ form factor from $i$ to $j$
- $(\text{fraction of all energy leaving patch } i \text{ that arrives at patch } j)$
- $\rho_i =$ reflectivity of patch $i$
- $n =$ number of patches in the environment

All $B_i$ values can be solved using either the full-matrix method or the progressive-refinement approach. The full-matrix algorithm solves each $B_i$ value, one at a time, by “gathering” light contributions from all other patches in the scene. The progressive-refinement approach simultaneously solves all patch radiosities by repeatedly choosing a patch to “shoot” and distributing that patch’s energy to all other patches.⁴ The latter approach is attractive because it provides a very good approximation to the final solution after only a few iterations.

Errors are frequently introduced in the form-factor calculation because of the discretization of the environment or the resolution of the visibility calculation.⁵ The quality of the solution can be improved by patch subdivision⁶ and by the use of ray tracing to calculate form factors.⁷ Both techniques are used in the form-factor calculations for the redistribution algorithm, which is described in the following sections.

**Modification of an existing radiosity solution**

Ultimately, the radiosity approach will be useful for dynamically changing environments only if the radiosity solution can be updated very quickly in response to user input. Unfortunately, complete recomputation of the solution is currently too slow. This section describes how—starting with a radiosity solution computed using the progressive-refinement radiosity algorithm—a progressive transition to the new solution can be achieved.

By using a second level of progressive refinement, the energy that has already been “propagated” is “redistributed,” yielding a good approximation to the newly converged solution very quickly. A single iteration of the traditional progressive-refinement radiosity algorithm is referred to as a propagation operation, because it propagates energy through the environment. A different operation, called redistribution, computes a correction for the energy leaving a given patch. This accounts for the changes in the environment.

**Redistribution of the energy**

The energy in an environment is redistributed whenever objects are added, removed, moved, or changed.

**Adding an object**

Consider the work necessary to adjust a radiosity solution when a new object is added to the environment. The energy that has been propagated through the environment must now be redistributed to account for the new object. Some patches will now re-
receive more energy, and some will receive less (see Figure 1).

Obviously, the patches on the newly introduced object will receive more energy in the new solution than in the original solution. During the initial propagation process, the new object was not in the environment, so it did not receive any energy. Patches on the new object, which are now visible from any illuminated patch, should receive their share of the energy propagated from that patch. The correction is made by shooting “positive” energy from that patch toward visible patches on the new object.

Patches in the shadow of the new object will receive less energy than in the original solution. If a patch is partially or completely occluded from an illuminated patch by the new object, then some of the energy previously received from the illuminated patch should be canceled. This is accomplished by shooting “negative” energy.

If the most influential patches in the environment redistribute their energy first, a good approximation to a new solution is obtained after only a few redistribution shots. We discuss methods for rating each patch’s importance later.

Eventually, patches that have received energy adjustments will propagate those adjustments through the environment. That is, each patch that has received redistribution energy will shoot some fraction of that energy to other patches.

Removing, moving, or changing an object

The result of removing an object from the environment is nearly symmetric to the result of adding one. From each of the most important patches in the environment, positive energy is shot toward patches that are no longer occluded from the shooting patch by the disappearing object. This erases the object’s shadow. The radiosities of patches on the removed object are set to zero because the object is no longer in the environment. Energy that was distributed by patches on the dynamic object is canceled by shooting negative energy.

Moving an object or changing its shape can be reduced to removing it from the environment, making the appropriate changes, and adding it back into the environment.

Changing illumination attributes, such as reflectivity or self-emittance of an object, is a simpler problem, because it is sufficient to compute and propagate a radiosity correction for each patch on the object. No redistribution of other patches’ energy is required.

A mathematical foundation

A mathematical foundation for energy redistribution is derived from the basic radiosity equation (see Equation 1). For simplicity, we consider only the “add object” operation here.

In the radiosity equation for a changing environment, time-dependent values are represented by specifying the time as a superscript. Values for the original radiosity solution are represented by superscript $t - 1$, and values for the new radiosity solution, which must be computed, are represented by superscript $t$. Superscript $\Delta t$ is used to represent changes in time-dependent values between time $t - 1$ and time $t$.

We can write the basic radiosity equation as a time-dependent equation.

$$B_i^t = E_i + \rho_i \sum_{F=1}^{n} F_{ij}^t B_j^t$$

and

$$B_j^{t-1} = E_j + \rho_j \sum_{F=1}^{n} F_{ij}^{t-1} B_j^{t-1}$$

Using the relations $B_i^t = B_i^{t-1} + B_i^\Delta t$ and $F_{ij}^t = F_{ij}^{t-1} + F_{ij}^\Delta t$, we can rewrite Equation 2a in terms of the known values from the previous time step ($t - 1$) plus the incremental changes during the period $\Delta t$.

$$B_i^{t+1} + B_i^\Delta t = E_i + \rho_i \sum_{F=1}^{n} (F_{ij}^{t+1} + F_{ij}^\Delta t) (B_j^{t-1} + B_j^\Delta t)$$

Expanding all terms and using Equation 2b to subtract $B_i^{t-1}$ from both sides gives the equivalent expression.
\[ B_i^t = \rho_i \sum_{j=1}^{n} F_{ij}^t B_j^{t-1} + \rho_i \sum_{j=1}^{n} F_{ji}^t B_j^t \]  \hspace{1cm} (4)

A redistribution term, \( R_i \), is defined to be
\[ R_i = \rho_i \sum_{j=1}^{n} F_{ij}^t B_j^{t-1} \]  \hspace{1cm} (5)

Substituting Equation 5 into Equation 4 gives the radiosity redistribution equation.
\[ B_i^t = R_i + \rho_i \sum_{j=1}^{n} F_{ij}^t B_j^t \]  \hspace{1cm} (6)

The radiosity redistribution equation (Equation 6) is in the same form as the basic radiosity equation (Equation 1). There are only two differences: The emission term, \( E_i \), has been replaced by the redistribution term, \( R_i \), and the unknown variable in the equation has changed from \( B_i(t) \) to \( B_i^t \). Thus, we can find \( B_i^t \), the change in radiosity at each patch, in two steps: (1) compute all redistribution terms, and (2) solve \( B_i^t \) with the traditional radiosity techniques used to solve \( B_i(t) \).

The redistribution algorithm
This algorithm computes the redistribution term for each patch in the environment.

"Shooting" approach
The redistribution terms can be computed using either "gathering" or "shooting." With gathering, \( R_i \) is computed one patch at a time. With shooting, each patch can shoot all of its redistribution energy, partially solving for many patches' \( R_i \) terms with each shot. Patch \( j \) shoots its redistribution energy by adding \( \rho_j F_{ij}^t B_j^{t-1} \) to \( R_i \) for each patch \( i \) so that \( F_{ij}^t \neq 0 \). If the most important patches shoot their redistribution energy first, then many \( R_i \) terms approach their final value after a small number of shots. Therefore, shooting is the preferred method for computing redistribution terms.

Positive and negative corrections
Suppose that a new object is added to the environment and that patch \( j \) is chosen to shoot its redistribution energy. Patches in the environment that have changed form factors with respect to \( j \) (that is to say, the set of \( i \) so that \( F_{ij}^t \neq 0 \)) fall into two categories: patches on the new object and patches that have become occluded from \( j \) by the new object.

Each patch \( i \) on the new object was previously not in the environment, so \( F_{ij}^t = 0 \). In the new environment, some of those patches may be visible to \( j \), in which case \( F_{ij}^t > 0 \). Therefore, \( j \) shoots "positive" redistribution energy toward patches on the new object (see Figure 1).

Patches whose visibility from \( j \) has been fully or partially occluded by the new object have decreasing form factors with respect to \( j \). For those patches, \( F_{ij}^t < 0 \); therefore, \( j \) shoots "negative" redistribution energy toward them (see Figure 1). Note that both \( F_{ij}^{t-1} \) and \( F_{ij}^t \) must be computed to evaluate \( F_{ij}^t \).

Using partially converged solutions
We can also use the energy-redistribution algorithm to adjust partially converged radiosity solutions. Only the energy that was propagated before the environment changed should be redistributed. Thus, the radiosity subject to redistribution from patch \( j \) equals \( B_j - \Delta B_j \), where \( \Delta B_j \) is the component of \( B_j \) that patch \( j \) had not shot at the time of the change.

Algorithm
The algorithm to redistribute a single patch's energy is given in Figure 2. The find_most_important_patch and find_patches_in_shadow operations are described next.

Implementation
We designed the current implementation for interactive use, where the user constantly supplies input by adding, moving, deleting, or changing objects in the environment. A simple model for the implementation is shown in Figure 3; a more complete model is presented in Figure 4.

Finding the patches in shadow
To redistribute a patch's energy, form factors must be computed from that patch to patches on the new object as well as patches occluded by the new object. Before redistributing a patch's energy, a shadow volume is constructed to determine which patches might be occluded by the new object. Thus, we do not consider a large number of patches whose form factors have not changed. To compute the form factors that have changed, we used ray-tracing techniques.

Patch importance
Due to the time limitations required for interactivity while the user is supplying input, only a few patches can redistribute their energy before the display is up-
\[ j = \text{find\_most\_important\_patch}(); \]
\[ B_{\text{shoot}} = B_j - \Delta B_j; \quad /* \text{energy shot in the past} */ \]
\[ /* \text{shoot positive energy toward the new object} */ \]

for \( i \) = each patch on the new object\]
\[ R_{\text{dist}} = p_i X B_{\text{shoot}}; \]
\[ B_i = B_i + R_{\text{dist}}; \]
\[ \Delta B_i = \Delta B_i + R_{\text{dist}}; \]
endfor

/* shoot negative energy toward the new object's shadow */

shadow_list = find\_patches\_in\_shadow \( (j, \text{new}\_object); \)
for \( i \) = each patch in the shadow list\]
\[ R_{\text{dist}} = -1 \times p_i X B_{\text{shoot}}; \]
\[ B_i = B_i + R_{\text{dist}}; \]
\[ \Delta B_i = \Delta B_i + R_{\text{dist}}; \]
endfor

Figure 2. Pseudocode for a single redistribution shot.

'If patch subdivision is used, energy is shot to sample points instead of patches.

```
User Input

Add Object to Environment

Rate Redistribution Importance for each patch's importance for redistribution in the new object (see Section 4.2)

Propagate Emitters on Object For \( j \), each patch on the new object that has unshot radiosity, propagate \( j \)'s energy

Redistribute in order of decreasing importance, shoot each patch's redistribution energy toward the new object and its shadows
```

Figure 3. A simple model for an interactive implementation. Once inside the shaded area, the display is updated and the input device is polled after every few operations. If new input is received, the algorithm is interrupted.

Interleaving redistribution and propagation shots

When a new object is added, many patches in the environment may have unshot radiosity. If the new object is an emitter, patches on its surface have radiosity to propagate. If the initial radiosity solution is not converged, other patches have unshot radiosity as well. After several redistribution shots, additional unshot radiosity will have accumulated at patches on the dynamic object, and unshot negative radiosity will have accumulated at shadow patches. To reach a fully converged solution, we must propagate all unshot radiosities throughout the environment.
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Propagation and redistribution shots can be interleaved. We discuss two possible interleaving strategies below.

**Strategy one: Redistribute first**

The first strategy gives priority to redistribution shots. When an object is added to the scene, patches are chosen in order of decreasing importance to shoot their redistribution energy. Redistribution continues until the amount of energy redistributed during each iteration falls below some energy threshold. This threshold may be zero, in which case all patches’ energy is redistributed before any further energy is propagated.

After the threshold is reached, propagation shots are interleaved with any remaining redistribution shots. We need a heuristic method to choose between the patch with the most energy to redistribute and the patch with the most unshot propagation energy. Note that any energy propagated after an object was added is not redistributed.

This interleaving strategy is based on the observation that the user is normally perceptually focused on the changing parts of the scene. The portions of the image with the greatest changes are the dynamic objects and their shadow regions. Therefore, redistribution shots are given priority to refine these parts of the environment quickly.

If a new object is an emitter, the user’s attention is focused on the effect that its light source has on the environment. In this case, light energy at patches on the dynamic object is propagated before any energy is redistributed.

This strategy quickly reduces radiosity errors at patches on the new object and in its shadow. Note that each redistribution shot is much faster than a propagation shot, because redistribution shots affect only the dynamic object and its shadow region.

In Figure 4, we present this strategy by the path branching to the left after the “propagate emitters on object” box.

**Strategy two: Interleave redistribution and propagation**

In the second strategy, we interleaved propagation and redistribution shots completely (see the branch to the right in Figure 4). Before each shot, we compare the patch with the most unshot propagation energy to the patch with the most energy to redistribute. Redistribution shots only adjust for the most recent change in the environment; this restriction will be lifted in the next section.
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![Figure 4. A complete model of the interactive implementation. Paths through the flow chart are color coded for the three different types of user input.](image)

1. Log entry is either “remove object” or “add object,” depending on input.
2. If input is “select object,” negative energy is propagated from each patch on the object that shot energy in the past.
3. If input is “change object,” radiusoiy changes are stored in a separate buffer.

This strategy provides visualization of two effects more quickly than the first strategy. First, light reflected from the dynamic object may be propagated very quickly. Second, patches in the dynamic object’s shadow may propagate their negative energy much earlier.

Unlike the first strategy, there is no guarantee that errors on a new object’s surfaces and in its shadows are reduced quickly.

**Using a log to eliminate error**

The cost of providing interactivity is that error is introduced into the radiosity solution. Whenever the user specifies a change to the environment, the solution process is interrupted, as shown in Figure 3. Energy that has not been redistributed at the time of the interrupt is never redistributed, causing the radiosity solution to converge to an incorrect solution.

This error can be eliminated at a later time if we keep a log of the history of all changes to the environment. Each log entry records a single environment change and the patch with the most energy left to redistribute in response to the change.

To minimize the number of events stored in the log, we record a series of changes to a single object as a single “remove” and “add” operation. When the user selects an object for change, the object is removed from the radiosity solution. While the object is selected, radiosity that is redistributed to adjust for changes of the object is stored separately, added to the radiosity solution only at display time, and erased if
the object is changed again. Because these intermediate changes are temporary, they do not introduce any error into the solution. When the object is unselected, it is added back into the environment. Figure 5 shows a cube being selected, moved through a room, and unselected.

Results

We have presented the performance of the redistribution algorithm for two changing environments, one simple and one complex. In response to changes in each of the environments, the redistribution algorithm converges from the previous radiosity solution to a new solution much faster than the traditional progressive-refinement radiosity algorithm.

Statistics for test environments

The rate of convergence of each algorithm was measured by plotting the algorithm's solution quality versus its execution time. The quality of a partial solution is determined by comparing it to a converged solution for the same environment. For each patch, we convert the difference between current and converged

Figure 6. Comparison of the progressive-refinement and redistribution algorithms for the "Cube" scene (450 patches, 1,750 sample points). (a) Converged without cube, (b) Converged with cube, (c) Comparison after two iterations, (d) Comparison after 50 iterations.
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Figure 7. Comparison of the progressive refinement and redistribution algorithms for the "Robot" scene (12,700 patches, 45,900 sample points). (a) Converged without robot, (b) Converged with robot, (c) Comparison after five iterations, (d) Comparison after 100 iterations.

radiosity values to the CIE XYZ color system, and we find the difference in luminance (the Y coordinate) between the two. To compute the error term, the root mean square of the area-weighted luminance differences is computed.

$$\text{Error} = \sqrt{\frac{\sum_{i=1}^{n} (y_{i}^{\text{ref}} - y_{i}^{\text{new}})^2 A_{i}}{\sum_{i=1}^{n} (y_{i}^{\text{ref}})^2 A_{i}}} \quad (7)$$

This error term is not a good measure of the perceived change to the environment when a new object is added. The addition of a new object causes the radiosity of a few patches to change very much, but most patches are barely affected, so the perceived difference is much larger than the error term indicates. Therefore, an alternative error term was also computed using only the 1 percent of the patches whose radiosities change the most between the previous converged solution (without the new object) and the new converged solution (with the object). In the "Cubo" environment (see Figure 6), for example, the patches changing the most are on the cube and in the shadows cast on the table.

In Figures 6 and 7, we illustrate a comparison of the redistribution algorithm and the progressive-refinement radiosity algorithm for simple and complex changing environments. In both cases, we present fully converged reference solutions with and without a dynamic object. We then compared the two algorithms at different stages in the computation after adding the object to the scene.

**Conclusion and future research**

We have extended the progressive-refinement radiosity method to environments that change over time. The new redistribution algorithm uses progressive refinement and object-space coherence to update the existing radiosity solution when a change in the environment takes place. For small and moderately
sized environments, a good approximation to the new radiosity solution can be provided at interactive rates. However, updates to the radiosity solution become too slow for use in interactive applications. Although faster processors will be available in the future, the complexity of environments will continue to grow as well. Future research should concentrate on the parallelization of this algorithm.

Temporal coherence should be used to reduce computation. For example, patches that remain completely occluded from a light source by moving objects for several frames should retain redistribution energy from one frame to the next. These topics are currently under investigation. However, we believe that the use of object coherence and the concept of shooting positive and negative energy within the context of a progressive-refinement solution will ultimately be the correct strategy for providing interactive global-illumination simulation for dynamic environments.
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